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2022년 10월 15일, SK C&C 판교 데이터센터의 화재로 인해 카카오계열의 서비스 대다수가 접속이 되지 않았다. 복구에 생각보가 시간이 오래 걸리게 되면서 불편이 커지자, 과학기술정보통신부는 재난상황으로 규정하고 ‘방송통신재난대응상황실’을 설치하였다. 2022년 10월 15일 16시 40분 카카오 계열 모든 서비스들이 점차 복구되기시작 했고 10월17일 16시 기준 카카오인증서, 디지털카드, 지갑QR, 톡명함, my구독 서비스가 추가로 복구 되었고 10월 20일 23시에 카카오의 모든 서비스가 정상화 되었다.

이처럼 카카오를 포함하여 해당 IDC를 사용하는 서비스들은 먹통이 되었고 그중 네이버의 경우 춘천에 자체 데이터 센터가 있었지만 네이버 쇼핑 등 일부의 서비스에 필요한 서버들만 SK C&C IDC에 입주하여 사용하고 있었으며 이 때문에 네이버의 일부 서비스에 장애가 발생했다. 서버가 물리적으로 손상되면 복구가 매우 어려워지는데, 다행히도 서버가 모여있는 전산실까지 불이 번지지 않았다. 화재의 원인은 전기실 냉 정전으로 인한 서버 셧다운을 방지하기 위해 구축한 무정전 전원 장치 설비에서 화재가 발생한 것으로 보고 있다.

장애가 발생한 서비스에는 카카오톡 메시지 송수신 카카오페이의 결제, 주식기능이 작동하지 않았다. 카카오 T와, Daum 서비스, 멜론의 기타 서비스, 네이버 사전을 포함하여 기타 서비스들에 장애가 발생했고 여기서 특히 카카오 T 서비스의 먹통으로 카카오 T택시기사, 대리기사, 퀵서비스 기사는 콜을 받지 못하여 원활한 근무가 불가능해 수익 창출에 문제가 발생 카카오 바이크와 전동 킥보드를 반납할 수 없는 상황이 발생하였다.

카카오모빌리티가 ‘카카오 먹통 사태’에 대한 피해 보상안을 내놓았다. 카카오 측이 제시한 보상액수는 7750원 상당의 포인트다. 그러나 택시업계 일각에선 카카오 측의 패해 보상액이 실제 영업손실액에 비해 턱없이 부족하다는 비판이 제기되었다.

이로 인해 카카오톡 국내 사용자수가 데이터 센터 화재 이전인 지난 14일 기준 4112만명에 달했으나 화재 이후인 16일 기준 3905만명으로 약 200만명 감소했다. 반면 네이버 메신저 앱 라인의 이용자는 43만명에서 128만명으로 3배 늘었다. 페이스북 메신저 이용자수와 텔레그램 이용자수도 20만명 안팎으로 증가했다.

서버를 한 곳이 집중했던 카카오의 문제점이 심각한 것은 대한민국이 휴전 중인 국가임에도 불구하고 전국민의 통신을 책임지는 이런 IT 플랫폼 기업의 서버 관리가 너무 허술해서 전쟁 등 국가위기상황 시 너무나 쉽게 통신이 마비될 수 있다는 점이 드러났다는 사실이다. 물론 이러한 상황이 발생해서 서버가 있는 건물을 파괴해 버린다면 군인이야 군용 통신망을 깔면 되지만 민간인들의 연락 수단이 끊어져버려서 더 큰 혼란을 야기할 것이다. 그런 통신장애의 상황이 전시가 아님에도 벌어진 것이다. 더군다나 **군대, 병원, 소방, 경찰서 등 사회 필수 조직 에서조차 중요한 상황을 카톡으로 전달하는 경우가 비일비재**한데, 이런 상황이 생기면 평시에도 국민의 생명과 안전에 영향을 미칠 수 있다. 전쟁이나 재난상황에서 상세하고 복잡한 시스템은 작동하기 매우 어렵다.

재난을 100% 막는 것은 불가능하다. 하지만 회복력/복구력(resilience)을 발휘해서 앞으로의 재난을 경감하고, 어쩌면 앞으로 재난과 전쟁에서 유용하게 쓰일지 모르는 시스템을 개선하는 것은 할 수 있는 일이다. 러시아도 우주정거장 사고수습 경험을 바탕으로 우주정거장 매뉴얼을 작성하고 운용할 수 있는 귀중한 경험치를 얻었다. 카카오만 해당되는 사건이라기보단, 사고로 배우고 앞으로를 생각해서 다음세대에게 어떤 유용한 도구를 남길 것인지를 고민해야 하는 기관은 모두 재고해야 할 사건으로 평가된다.

카카오는 서버 이중화에 소홀했다는 지적이 나왔는데 서비스로 발생하는 데이터는 백업해 놓았지만, 이를 구동할 수 있는 시스템과 프로그램이 구축 놓지 않아 이런 문제가 발생하였으므로 카카오 생태계가 카카오를 중심으로 보안/인증체계가 갖추어져있는데, 이것이  SK C&C에만 있다 보니 백업해도 의미가 없었습니다. 이를 통해 데이터 센터를 한곳에 두는 곳이 아니라 여러 지역에 나누어 두는 것이 재난 상황과 한곳에 문제가 생기더라도 긴급하게 대처할 수 있을 거 같다고 생각합니다.
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